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m ¢ [2"F] [

Alice }

x: Ty, e C P(X)

Index-wise Decomposable State-determanistic AVC

Index-wise decomposable AVCs:

State-deterministic AVCs:

Example:

m € [2"4]

>

1 for unique y € Y
o |

0O otherwise

Goal: To characterize when a positive communication rate
is possible between Alice and Bob?

Binary AVC (A-BSC (A))

| Alice | i . | Bob |

x,s,y €10,1}"
I',A €0, 1]

s :wtiy(s) < nA

Positive Communication Rate is only possible for 0 < A < £
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Self couplings

x ={0,1,2}
()_c — 1102101201

x' = 0102102212

Type of a vector is it’s empirical
distribution

Joint type of two vectors is their emprical
distribution

Py x: is called a Px-self coupling.

J(Px) ={Pxx : Pxx is a Px-self coupling}

Confusability

S (Tg = A)
y < _ | Bob |
s' (Ty € A)
x/ - -

If x,x’ are confusable codewords:

x and x' are confusable codewords

e X', X' are also confusable

o for any perm. 7 : [n] — [n], 7(x), w(x’) are confusable

o Ty x (Pxx) is confusable

Confuasbility is solely the property of a Joint-type (Joint distribution)!!

KC(Px) = {Pxx : Pxx is a confusable Px-self coupling}

Properties of Confusability set [C(Px):

* Non-triviality: K(Px) # @
* Convexity: K(Px) is convex set
* Transpositional Symmetry: Px x € K(Px) < Py x € K(Px)

Completely Positive self couplings

Confusability set characterizes Capacity threshold !!

Independent Py-self coupling:

e Corresponds to drawing two independent * matrix of rank 1
copies of x from Px e unique for given Py

Completely Positive Px-self couplings(CP):

nd /
A Py-self coupling is a CP if: PXIU:X’IH(QE‘“’ z'|u)

A
[ |

Px,x’ (33,33’) — Zﬁ;(l) Pu(u)Px|u(x|u)Px|u(x,|u) V(III, CB’) cEX x X

CP(Px) = {Pxx : Pxx is a completely positive Px-self coupling}

The Chinese University of Hong Kong

Main Results

If 3P € I' s.t. CP(Px) ¢ K(FPx): If VP € I's.t. CP(Px) C Int(K(Px)):
C(A) >0 C(A) =0

based on
Random code construction based on Ramsey theory, generalization of
Completely Positive Self couplings plotkin bound and duality of CP matrices and
called “cloud codes” CoP matrices

Non State-deterministic AVCs

me [?HR:] [ Alice ]

Stochastic function: ‘w’

Index-wise Decomposable

v :CBSC-(q)} Yy [ Bob |m.

x,s,y €{0,1}"
g, A € (0,1)

s:wti(s) < nA

Binary NSD-AVCs

ot iine | 0 < A< 1/4 & g€ [0,1/2) = 3C C{0,1}" s.t. C(A) >0

Let z and 2’ € C s.t. dg(x,2") = n(2A + €) > 2nA.

[ flips due to BSC(q) that would help Bob]\ X Nbin(n[\ q)
)

[ﬂz’ps due to BSC(q) that would hurt Bob ]\ Y ~bin(n(A + €),q)

Z=Y-X gne < ne/2

Event: z, 2" are

E[Z] = E[Y] — E[X] = gne / confusable. - I
h

Pr(|Z — qne| > (% — 1)716) e (53— ne/3q : =
— In(2)(5—q)%e E "
[Pr(ﬂ(g,:@’) € C: z and 2’ are confusable) < (°, )e (79 ’”6/3Q]|:(> R < & )\

nA

N

Proof via Classical
Plotkin Bound

‘\

{SD-AVCS:A>1/4&QO} =) {NSD-AVCSA>i&nd&nyo<‘1<%1 memm) Cnsp(A) =0

oo | A> ;andany 0 < g < 3 = C(A) =0

— Cgp(A) =0 => Onsp(A) < Csp(A)
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